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Abstract—The "thermodynamic state" and the spatial-temporal evolution of the composition of chemically reacting plasmas are generally described by the Boltzmann or Pauli kinetic equations (balance equations for the transfer of particle densities, momentum, and energy for the different chemical species). Due to the numerous difficulties encountered when solving these coupled differential equations, simplifying assumptions are often introduced. The results therefore depend, on the one hand, on the elementary reactions chosen for the model calculations and, on the other hand, on the cross-sections. Vice versa, the interpretation of both the thermodynamic state and the diagnostic measurements is dependent on the kind of elementary reactions introduced in the model.

The dependence on the different atomic and molecular elementary reactions of the atomic (molecular) models adopted is demonstrated for some cases such as hydrogen, helium, highly ionized atoms, nitrogen, on the basis of a Maxwellian velocity distribution. As a refined step, deviations from a Maxwellian distribution should be taken into account. Especially treated are: (a) Excited state populations; (b) Calculation of recombination and ionization coefficients; (c) Influence of deviations from a Maxwell distribution of the electrons; (d) Influence of collisions between chemically excited particles.

The laser is often used for plasma diagnostic purposes. The influence of the plasma state by a superimposed laser radiation field is briefly treated including photo-ionization and recombination stimulated by one and two laser photons. Omission of these reactions can lead to erroneous interpretation of measurements. Some of the model calculations are compared with experimental results.

INTRODUCTION

Chemically reacting plasmas represent special types of ionized gases in which several technical and scientific disciplines are interested. Plasma chemical processes are widely applied in industry for producing thin inorganic (such as TiO, TiO₂, SiO₂, ...) or organic films on special substrates. Plasma chemical reactions can be applied to produce pure carbides such as TiC, TaC, Ta₂C, WC, W₂C, ... It is possible to extract from plasma chemical reactors very pure metals such as Ti, Si, Ta, Mo, W, ... or even pigments such as TiO₂ (the latter being of importance in the colour industry). It is also possible to produce in a plasma, acetylene C₂H₂, ozone O₃, hydrogen-peroxide H₂O₂, hydrazine N₂H₄, hydrogen cyanide HCN, and many other chemical substances. Much effort is presently expended in order to find conditions under which production rates are optimized. Many research laboratories and industrial firms are working on chemical media which, under plasma conditions, yield population inversion and permit lasing of those media. Examples are the development of the HCN, HF, CO₂, CO, N₂, and the rare gas laser systems. The light industry undertakes research to find new plasma chemical systems with special emission properties. A large research activity is being developed to understand the different types of plasma chemical reactions which have led to the formation of the earth's ionosphere. Physicists working on thermonuclear fusion are also interested in a special type of "chemical plasma", since plasma chemical reactions in the plasma-wall region of the fusion reactor proper, and in the divertor seem to have an influence on the properties of the hot plasma core.

Although the temperature and densities of all these plasmas are extremely different, they have one common property, namely that they shown significant deviations from thermodynamic equilibrium. A quantitative understanding of these chemically reacting plasmas can only be obtained by studying their non-equilibrium properties. This is of special importance in connection with the interpretation of diagnostic measurements and the optimization of reaction rates.

At present we are still far away from a detailed understanding even of the simplest non-equilibrium systems such as a recombining hydrogen or helium plasma. In this short review I will show how physicists have dealt with non L.T.E. plasma properties in order to interpret measurements made in such plasmas. For reasons of completeness it seems useful to begin with a brief description of the state of thermodynamic equilibrium followed by a summary of the kinetic equations describing the non equilibrium state. The latter shall then be applied to selected plasma-chemical situations.

EQUILIBRIUM AND NON-EQUILIBRIUM

From a thermodynamic point of view plasmas can be divided into three different classes, namely those which are:

1—in complete thermodynamic equilibrium (C.T.E.),
2—in local thermodynamic equilibrium (L.T.E.),
3—neither in complete nor in local thermodynamic equilibrium. We call them briefly "non L.T.E. plasmas".

It is this third class of plasmas which we will deal with. But before going into detail I would like to make some general comments about the three classes of plasmas in order to show the difficulties we will meet when treating non-equilibrium properties of plasmas.
In complete thermodynamic equilibrium, the plasma state is entirely determined by pressure and temperature: the temperature $T$ suffices to calculate the relative chemical composition of the gas via the mass action laws. These are the Guldberg-Waage equation for dissociation-recombination equilibrium of type

$$(\text{AB}) \rightleftharpoons (\text{A}) + (\text{B})$$

for the chemical constituents (AB), (A) and (B). The equation has the form

$$\frac{n_n n_b}{n_{AB}} = \frac{P_A(T)P_B(T)}{P_{AB}(T)} \left( \frac{m_n m_b}{m_{AB}} \right)^{1/2} \frac{1}{h^3} \exp \left( -\frac{\mu_{AB}}{kT} \right)$$

(1)

where $n$ denotes the number density, $P(T)$ the temperature-dependent partition function, $m$ the mass, $T$ the temperature, $\mu_{AB}$ the reaction energy, and $k$ and $h$ are Boltzmann's and Planck's constants respectively. Equation (1) also holds for dissociation ionization—recombination of type

$$(\text{AB}) \rightleftharpoons (\text{A})^+ + (\text{B}^-)$$

For ionization—recombination equilibrium of type

$$(\text{A}^+)^{\text{r}} \rightleftharpoons (\text{A}^{\text{r+1}})^+ + (e)$$

(with $r =$ stage of ionization) the mass action law is known as Saha's equation and takes the form

$$\frac{n_{e+1} n_e}{n_e} = \frac{P_{e+1}(T)P_e(T)}{P_e(T)} \left( \frac{2\pi m_e kT}{\hbar^2} \right)^{3/2} \exp \left( -\frac{E_{e+r+1} - \Delta E_{e+r}}{kT} \right)$$

(2)

where $E_{e+r+1}$ is the ionization energy for the transfer of ionization stages $r \to r + 1$, and $\Delta E_{e+r}$ is the lowering of the ionization energy due to Coulomb interaction of charged particles. The partition function $P_e(T)$ of the electrons is a constant: $P_e(T) = 2$. Saha's equation can also be applied to reactions in which a negative ion is formed as a result of electron attachment as for instance in the following reaction:

$$(\text{A}^+) + e \rightleftharpoons (\text{A}^+)$$

This reaction is of greatest importance in electric circuit breakers in which highly electro-negative gases are employed. In this case, the Saha equation is

$$\frac{n_{e+1} n_e}{n_e} = \frac{P_e(T)2}{P_e(T)} \left( \frac{2\pi m_e kT}{\hbar^2} \right)^{3/2} \exp \left( \frac{E_{e-}}{kT} \right)$$

(3)

where $E_{e-}$ is the "electron affinity" (attachment energy).

The number of "mass action equations" is generally equal to the number of chemical constituents present minus two; thus, the number of equations is indeed sufficient for calculating the relative constants or number densities which one adds a conservative equation to the relative number densities. The absolute number densities can be determined by the equation of state which relates total pressure, total absolute particle densities and absolute temperature. I would like to stress that the computation of chemical equilibrium compositions is mathematically based on the solution of a system of algebraic equations, in contrast to the calculation of non-equilibrium compositions.

In practice, computation of chemical compositions is often not as easy as it seems at a first glance. Apart from computational difficulties there is still a significant lack of many atomic and molecular data essential for calculating the partition functions entering into the mass action laws. Besides this, principal problems such as the determination of the lowering of ionization energy and of the cut-off level of bound electronic states are not yet definitely solved. At present, only little is known about the existence of negative ions, their possible bound states and the electron affinities.

Conditions for establishing complete thermodynamic equilibrium—which require constant temperature and pressure across the whole system, with no temporal variations—are seldomly fulfilled. In almost all cases experimental constraints cause more or less strong departures from homogeneity or from the stationary state and, thus, from complete thermodynamic equilibrium distributions; in other words: the thermodynamic state is influenced by the external constraints. If however, the gradients and temporal variations are not too large and if the densities are sufficiently high, the equilibrium relations describing the distribution over the various chemical constituents may still be verified locally. This is the state of local thermodynamic equilibrium which refers to the local kinetic temperature of the interacting particles. This implicitly means that all species have a Maxwellian velocity distribution for a common local temperature $T$, and that the distribution over the bound energy states is Boltzmannian relative to the local temperature.

If measurements of inhomogeneous or transient plasmas are interpreted on the basis of equilibrium relations one must realize that their validity is restricted. Moreover, the precision of such an interpretation highly depends on:

— the atomic and molecular data which serve for evaluating the measurements,

— the atomic and molecular data necessary for calculating the partition functions and, thus, the equilibrium concentrations,

— the way in which the experimental constraints have been taken into account.

I would like to emphasize that even in this very classical field of equilibrium thermodynamics of plasmas, important work has still to be done in order to refine our knowledge about chemical plasma compositions. Equilibrium considerations remain in any case useful also when non-equilibrium problems are treated, since one gets an idea about the chemical composition towards which the non-equilibrium plasma evolves.

Non L.T.E. plasmas generally can not be described by the above mentioned equilibrium relations; the interpretation of measurements of such plasmas and the calculation of the thermodynamic non-equilibrium state has to be based on elementary reactions considerations. In addition to the already mentioned difficulties in the case of L.T.E. plasmas, we are now faced with new problems which demand detailed knowledge about:

— the nature and type of elementary reactions which are important under the special non L.T.E. conditions considered,

— the cross-sections of these reactions as a function of collision energy,

— the distribution function of particle velocities and the photon field.
Indeed, the physical properties and chemical compositions of plasmas depend in any case on the individual reactions. In equilibrium they just yield the well-known equilibrium relations described by the mass action law. In thermodynamic non-equilibrium the macroscopic properties are described by the Boltzmann or Pauli kinetic equations. They replace the equilibrium relations when the non L.T.E. state of plasmas is treated. The Pauli equations can be considered as velocity space-integrated Boltzmann equations. They yield statistical averages of the plasma parameters like the equilibrium relations but admit deviations from the equilibrium distributions due to the individual collision and radiation processes.

**FUNDAMENTAL KINETIC EQUATIONS IN PLASMA SYSTEMS**

To begin with, let us briefly recall the basic statistical equations by which non-equilibrium (or non L.T.E.) plasma can be described. More detailed information may be found in Refs. 1–9. For pure Coulomb systems, see Ref. 10.

In the following we distinguish different chemical species by subscripts $k$, $l$, . . . , and excited bound states by a second subscript $i$, $j$, . . . ; Electrons are characterized by subscript $e$. Different ionization stages of the same chemical element are considered as “different chemical species” in the present context. Further, $w$ is the velocity vector, $(w) = (1/n) \int n(w) \, dw$ is the mean velocity vector with respect to the laboratory system, $n$ the number density.

We have the following transfer equations for chemical species $k$ in bound state $i$ (see Ref. 8):

For the rate of change of particle densities $n_{k,i}$:

$$\frac{\partial n_{k,i}}{\partial t} + \nabla \cdot (n_{k,i} \langle w_{k,i} \rangle) = \left( \frac{\partial n_{k,i}}{\partial t} \right)_{\text{collision}} + \left( \frac{\partial n_{k,i}}{\partial t} \right)_{\text{radiation}} \tag{4}$$

For the rate of change of momentum $n_{k,i} m_{k} \langle w_{k,i} \rangle$:

$$\frac{\partial (n_{k,i} m_{k} \langle w_{k,i} \rangle)}{\partial t} + \nabla \cdot (n_{k,i} m_{k} \langle w_{k,i} \rangle \langle w_{k,i} \rangle) - n_{k,i} F_{k,i} = \left( \frac{\partial (n_{k,i} m_{k} \langle w_{k,i} \rangle)}{\partial t} \right)_{\text{collision}} + \left( \frac{\partial (n_{k,i} m_{k} \langle w_{k,i} \rangle)}{\partial t} \right)_{\text{radiation}} \tag{5}$$

where

$$n_{k,i} F_{k,i} = n_{k,i} q_{k,i} (E + 1/c(f \times B)) \tag{6}$$

is the generalized Lorentz force ($E =$ electric field strength, $B =$ magnetic induction, $j =$ current density, $q_{k,i} =$ electric charge of particle considered).

For the rate of change of kinetic energy $n_{k,i} (1/2) m_{k} \langle w_{k,i} \rangle^2$:

$$\frac{\partial}{\partial t} \left( n_{k,i} (1/2) m_{k} \langle w_{k,i} \rangle^2 \right) + \nabla \cdot \left( n_{k,i} (1/2) m_{k} \langle w_{k,i} \rangle^2 \langle w_{k,i} \rangle \right) = \left( \frac{\partial n_{k,i} (1/2) m_{k} \langle w_{k,i} \rangle^2}{\partial t} \right)_{\text{collision}} + \left( \frac{\partial n_{k,i} (1/2) m_{k} \langle w_{k,i} \rangle^2}{\partial t} \right)_{\text{radiation}} \tag{7}$$

For the rate of change of internal energy $E_{k,i}$:

$$\frac{\partial}{\partial t} \left( n_{k,i} E_{k,i} \right) + \nabla \cdot \left( n_{k,i} E_{k,i} \langle w_{k,i} \rangle \right) = \left( \frac{\partial n_{k,i} E_{k,i}}{\partial t} \right)_{\text{collision}} + \left( \frac{\partial n_{k,i} E_{k,i}}{\partial t} \right)_{\text{radiation}} \tag{8}$$

$E_{k,i}$ is the internal energy (excitation energy) of species $k$ in excited states $i$, relative to the ground state 1. When the particles are in higher ionization stages, one has to add the ionization energies to the excitation energies.

The first term on each of the left-hand sides describes temporal changes, the second term spatial changes due to diffusion in coordinated space, the right-hand sides are generalized expressions for the rate of change due to collisional and radiative effects. They contain sources and sinks. It seems worth mentioning that eqn (8) for the rate of change of internal energy is generally not explicitly written. One only considers eqn (7) for the particle kinetic energies, and at the end one adds a heat flux vector—which accounts for diffusion of internal energy—and a radiation term which accounts for loss or gain of internal energy due to the escape or capture of photon energy. This method has for instance been adopted in Ref. 8.

In plasmas the radiation field can considerably contribute to the change of particle densities and of internal energy, whereas momentum transfer due to photon-particle interaction can in most cases be neglected. Thus, we have to add corresponding transfer rate equations.

Consider photons of frequency $v$ traveling with velocity $c$ in the direction of unit vector $s$. The photon velocity vector is then given by $w = cs$. Denoting the specific radiation intensity in the frequency interval $v . . . v + dv$ by $I(s)$ the photon number distribution (i.e. the number of photons crossing unit cross-section in unit time per unit solid angle) is given by $f(s) = I(s)/h

The Boltzmann equation for $f(s)$ becomes

$$\frac{\partial}{\partial t} f(s) + c \cdot s \cdot \nabla f(s) = \left( \frac{\partial f(s)}{\partial t} \right)_{\text{collision}} + \left( \frac{\partial f(s)}{\partial t} \right)_{\text{radiation}} \tag{9a}$$

When the dependency of light velocity upon particle density is omitted $c$ is a constant. Thus, eqn (9a) takes the simplified form:

$$\frac{\partial}{\partial t} f(s) + c \cdot s \cdot \nabla f(s) = \left( \frac{\partial f(s)}{\partial t} \right)_{\text{collision}} \tag{9b}$$

For instance, for a plasma containing the chemical species $k$ with only two possible bound states $i$ and $j$ (and which lead to radiative emission and absorption $i \leftrightarrow j$) the right-hand side of eqns (9a, b) has the form (if the $j$ is the higher, $i$ the lower of the two states):

$$\frac{\partial f(s)}{\partial t} = c = \left( -n_{ki} B_{ki} \phi_{ki} (v) f(s) \right) + n_{ij} \left( 1/4\pi A_{kij} \eta_{kij} (v) + B_{kij} \psi_{kij} (v) f(s) \right) \tag{10}$$

$A_{kij}, B_{kij}$ and $B_{kij}$ are the Einstein coefficients for spontaneous emission, induced emission and absorption respectively within transition $i \leftrightarrow j$ of chemical species $k$. $\phi(v), \eta(v)$ and $\psi(v)$ are the normalized line profiles for absorption, spontaneous emission and induced emission respectively:

$$\int f(v) \, dv = 1; \quad \int \eta(v) \, dv = 1; \quad \int \psi(v) \, dv = 1.$$
Equations (9b) and (10) can be combined to give the radiative transport equation for specific intensity $I(s) = f_s(s)\nu$ in direction $s$:

$$\frac{\partial I(s)}{\partial t} + \mathbf{s} \cdot \nabla I(s) = e_e - \kappa'_e I(s) = \kappa'_e (S_e - I(s))$$  \hspace{1cm} (11)

where $e_e$ and $\kappa'_e$ are the frequency-dependent local emission and effective absorption coefficients respectively, and $S_e = e_e/\kappa'_e$ is the radiative source function.

The equation for the transfer rate of photon energy, i.e. the change of radiation energy per unit volume and unit time, is obtained by multiplying eqn (9b) by $\nu$ and then integrating over frequency $\nu$ and solid angle $\Omega$. One obtains

$$\frac{\partial u_{rad}}{\partial t} + \mathbf{v} \cdot \mathbf{J} = \frac{\partial}{\partial t} \int_{\nu=0}^{\nu=\infty} I(s) d\nu d\Omega$$  \hspace{1cm} (12)

where the local radiation density $u_{rad}$ is given by

$$u_{rad} = \frac{1}{c} \int_{\nu=0}^{\nu=\infty} h v f_s(s) d\nu d\Omega$$  \hspace{1cm} (13)

and the local radiative vector flux by

$$\mathbf{J} = \int_{\nu=0}^{\nu=\infty} s \mathbf{l} I(s) d\nu d\Omega.$$  \hspace{1cm} (14)

The right-hand side of eqn (12) is a generalized radiative source term which accounts for creation and destruction of photon energy flux due to collisional-radiative processes. As can be seen from eqn (10), this term depends on the particle densities.

The transfer rate eqns (4, 5, 7) and (8) represent velocity-space integrated equations. In order to calculate the terms appearing on the right-hand side one has to know the velocity distributions of the interacting particles. Since it is a difficult task to determine them one often assumes that they are Maxwellian, and since the electrons are often much more energetic than the heavy particles one makes the simplifying assumption that the electrons obey a Maxwellian distribution according to an electron temperature $T_e$, whereas the heavy particles obey a Maxwell distribution belonging to a heavy particle temperature $T_h$. These assumptions are not always justified. For instance, the electron velocity distribution function can considerably deviate from a Maxwellian one when the electrons are submitted to strong externally applied electric or magnetic fields. Deviations from a Maxwell distribution can also occur as a result of inelastic and superelastic electron-atom, electron-molecule and electron-ion collisions. Radiative processes can have a considerable influence on the distribution function. The latter can also be changed by strong spatial density and temperature gradients.

The electron velocity distribution function $f_e(w)$ is governed by the Boltzmann equation

$$\frac{\partial f_e}{\partial t} + \mathbf{w} \cdot \nabla f_e + \frac{1}{m_e} \mathbf{F}_e \cdot \nabla_{\mathbf{w}} f_e = \frac{\partial f_e}{\partial t} \text{ collision radiation}$$  \hspace{1cm} (15)

where $f_e \, dw = f_e(r, t, w) \, dw$ is the number density of electrons (at spatial position $r$ at time $t$) which have velocity vectors lying between $w$ and $w + dw$. The electron density $n_e(r, t)$ is obtained by integrating over all velocities:

$$n_e(r, t) = \int_0^{\infty} f_e(r, t, w) \, dw.$$  \hspace{1cm} (16)

Equation (15) has been treated by many authors for different experimental situations, see e.g. Refs. 12-46. The large number of publications during recent years shows that there is a high research activity in this field. The knowledge of the electron distribution function is of vital importance in the interpretation of many measurements especially in the case of plasma of low degree of ionization.

It has been shown experimentally by various authors that the heavy particle distributions show deviations from a Maxwellian one especially after the gas or plasma has expanded through an orifice into a vacuum, or into a region of low pressure. In this case a special flow field is established which is called a free jet expansion. Far enough ahead from the orifice the flow becomes supersonic within a few orifice diameters. The forces exerted on the molecules and atoms parallel and perpendicular to the flow direction are so different that the distribution function becomes non isotropic. According to Hamel and Willis53 the velocity distribution of a monatomic chemically non-reacting gas can be approximated by the so-called ellipsoidal distribution function. The ellipsoidal model allows the local distribution function $f$ to be made separable in terms of Gaussian distribution functions with distinct parallel and perpendicular local temperatures $T_1$ and $T_2$ respectively. $f$ has the following analytical form:

$$f = n \left\{ \frac{m}{2\pi k T_1} \right\}^{1/2} \exp \left( -\frac{m(w - \langle w \rangle)^2}{2k T_1} \right) \times \left\{ \frac{m}{2\pi k T_2} \right\}^{1/2} \exp \left( -\frac{m w^2}{2k T_2} \right).$$  \hspace{1cm} (16)

where

$$\langle w \rangle = \frac{1}{n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w f \, dw \, dw \text{ (mean flow velocity)}$$

$$T_1 = \frac{1}{nk} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (w - \langle w \rangle)^2 f \, dw \, dw \text{ (parallel temperature)}$$

$$T_2 = \frac{1}{nk} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w^2 f \, dw \, dw \text{ (perpendicular temperature)}.$$  \hspace{1cm} (16)

Not much is known about the distribution functions of molecular gases. Since the populations of rotational and vibrational states of molecules depend primarily on the collision frequency between heavy particles, eventual deviations from Maxwellian distributions are of greatest importance for understanding plasma-chemical reactions in expanding gases.

The following conclusions may be drawn from this section: The non-equilibrium state of chemically reacting plasmas is governed by a system of differential and integro-differential equations which have to be solved in a self-consistent manner. Due to the large number of individual collisions and radiation processes it appears to be a hopeless task to solve all equations simultaneously and to find self-consistent solutions. Many simplifying assumptions are generally introduced in order to explain as well as possible the essential features of non-
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equilibrium states under special experimental situations. To find the appropriate assumptions is of greatest importance in connection with the interpretation of diagnostic measurements of non-equilibrium plasmas. This is sometimes a difficult task, since one has to know the most important reactions. Our knowledge in the field is still rather scanty for many chemical systems.

In order to make the problems mathematically tractable one applies simplified reaction models. They are based on idealized reaction schemes for the elementary reactions. I will now show how the latter intervene in the interpretation of measurements and in the calculation of the composition of chemically reacting non L.T.E. plasmas. Whereas the plasma chemist is mainly interested in macroscopic results and is happy when he succeeds in finding new ways for producing new substances, the physicist wants to know why the reactions occur just in this manner and not in another way. Non-equilibrium systems treated by the chemist are still too difficult for the physicist who prefers systems as simple as possible. It will turn out that even in these cases big mistakes can be made in the establishment of reaction schemes.

POPULATIONS OF EXCITED STATES IN QUASI-HOMOGENEOUS, QUASI-STATIONARY PLASMAS WITH MAXWELLIAN ELECTRON VELOCITY DISTRIBUTION

1. Helium

Consider a quasi-homogeneous, quasi-stationary non L.T.E. state. For reasons of simplicity, let us consider a helium plasma at low densities and sufficiently high temperature. Thus, helium molecules and molecular ions can be neglected. The electrons are assumed to have a Maxwellian distributions. In thermal equilibrium the excited levels have a Boltzmann population relative to each other. The electron temperature $T_e$ can then be determined from the intensity ratio of two spectral lines originating from levels with different excitation energies. This is a classical diagnostic method. (For spectroscopic diagnostic methods, see e.g. Ref. 58.)

Under non-equilibrium situations the upper state populations may strongly deviate from a Boltzmann population, the actual population densities depend on the excitation and de-excitation mechanisms. They change with plasma composition. Due to the very different energy dependence of the excitation cross-section $\sigma$ for singlet and triplet states (see Fig. 1) the ratio of triplet to singlet states populations might be expected to depend strongly on electron temperature. The same temperature dependence is then obtained for the ratio of two spectral lines belonging to the triplet and singlet system respectively. In 1955, Cunningham proposed to determine electron temperatures $T_e$ from the intensity ratio of such two spectral lines. Since then, the method has often been applied. I will show now that the application of this method can lead to an incorrect interpretation of measured spectral line intensities.

Consider the two lines $\lambda = 4713 \text{ Å}$ ($4s^2$-$2D$) and $\lambda = 4921 \text{ Å}$ ($4D$-$2P$). For an equilibrium plasma the line intensity ratio is practically temperature independent, since the energy difference of the upper state populations is nearly zero, see curve L.T.E. in Fig. 2. Since then, the method has often been applied. I will show now that the application of this method can lead to an incorrect interpretation of measured spectral line intensities.

We assume now that the two upper levels are directly populated by electronic collisions from the ground level $1S_0$, whereas depopulation occurs through spontaneous de-excitation only. All other processes are neglected. The rate eqns (4) for the number densities $n_{4S}, n_{4D}$ take the special form

$$\frac{\partial n_{4S}}{\partial t} + \nabla \cdot \left( n_{4S} \mathbf{w}_{4S} \right) = C_{1S\rightarrow 4S} n_{1S} - n_{4S} \sum_{k=4} A_{4S\rightarrow k}$$

(17a)

$$\frac{\partial n_{4D}}{\partial t} + \nabla \cdot \left( n_{4D} \mathbf{w}_{4D} \right) = C_{1S\rightarrow 4D} n_{1S} - n_{4D} \sum_{k=4} A_{4D\rightarrow k}$$

(17b)

where $C_{1S\rightarrow k}$ are the temperature-dependent excitation coefficients (calculated with a Maxwellian velocity dis-
distribution) and the \( A \) terms are the Einstein coefficients. For a quasi-homogeneous, quasi-stationary state the terms on the left-hand sides are equal to zero. Thus, one obtains two algebraic equations for \( n_{4S} \) and \( n_{4D} \). For the ratio of the line intensities the expression is then

\[
\frac{I(4713)}{I(4921)} = \frac{\sum A_{4S} C_{i-4S}}{\sum A_{4D} C_{i-4D}}
\]

With the excitation cross-sections of Lees measured in 1932 one obtains curve 1 of Fig. 2. With the more recent cross-sections of St. John et al.\(^{60}\) curve 2 is obtained. The intensity ratio is indeed temperature-dependent as expected, the precision of this ratio depends on the cross-sections for the elementary processes considered.

The 4\(S\) and 4\(D\) levels are not isolated from the other levels. Collisions take place among all excited levels and also between the excited levels and the continuum of free electrons. Also photo-excitation and ionization processes can occur. One should therefore expect a mixing of the excited state populations and, thus, an influence on the populations of the 4\(D\) and 4\(S\) levels. In order to demonstrate this effect quantitatively we will now add to the direct electronic excitation processes from the ground state 1\(S\) heavy particle collisions between helium ground state atoms and excited atomic species. We take only into account transfer reactions within each multiplicity. As may be seen from curve 3 of Fig. 2 the intensity ratio becomes less temperature dependent than before. Curve 3 is a mean curve obtained for \( n_{1S} < 10^{12} \text{ cm}^{-3} \) with \( T_e = T_0 \). For \( n_{1S} < 10^{10} \text{ cm}^{-3} \), curve 3 approaches curve 2 with decreasing number density \( n_{1S} \). For details see Ref. 61.

When one allows additionally for bound-bound electronic collisions between all levels and for bound-free electronic collisions the intensity ratio changes drastically. For a sufficiently high density ratio \( n_e/n_{1S} \) (in practice \( n_e/n_{1S} > 10^3 \) is sufficient) one now obtains curves 4 of Fig. 2. In a large temperature range the intensity is nearly temperature-independent but has become \( n_e \)-dependent. This effect is more clearly demonstrated in Fig. 3 where the intensity ratio is given as a function of \( n_e \) with \( T_e \) as a parameter. These curves are the results of refined calculations.\(^{84}\) For \( n_e \geq 10^{16} \text{ cm}^{-3} \) the intensity ratio is practically \( n_e \) and \( T_e \)-independent!

It is interesting to calculate the intensity ratio \( I(4713)/I(4921) \) for an equilibrium plasma. One obtains

\[
\frac{I(4713)}{I(4921)} = \frac{g_{4S} \lambda_{4S} \lambda_{4S}}{g_{4D} \lambda_{4D} \lambda_{4S}} \exp \left( \frac{-E_{4S} - E_{4D}}{kT_e} \right) \approx 0.31.
\]

It follows from this that for \( n_e \geq 10^{16} \text{ cm}^{-3} \) the free electrons bring the upper state populations into mutual equilibrium. This result was already obtained by Struninov\(^{85}\) in 1966 and is in agreement with the criteria for the establishment of partial equilibrium of the upper state populations.\(^{63}\)

More recently, Schieber et al.\(^{64}\) have tried to save the initial concept of determining \( T_e \) by choosing other pairs of spectral lines. Their studies gave no improvement. Due to this unsatisfactory situation relative to the interpretation of the ratio of spectral line intensities Schmid\(^{65}\) proposed to use for the \( T_e \)-determination directly absolute spectral line intensities which are proportional to the upper state populations, the latter varying nearly exponentially with temperature. The proposed simplified collisional-radiative model is shown in Fig. 4. The 3\(D\) level is chosen an upper level because of its special property within the level system: there is no direct radiative coupling with the ground and the metastable states; at low electron densities coupling with higher excited levels is still negligible. Since helium molecular ions \( \text{He}_2^+ \) are formed by collisions between a ground and an excited state atom, this process has consequently been included (see also later). Denoting by \( X_i \) the population densities of level \( i \) one obtains for the quasi-homogeneous quasi-stationary state the following system of rate equations for the three first excited levels (the \( a_i \) and \( a_i' \) denote reaction frequencies symbolized in Fig. 4):

\[
\begin{align*}
\dot{a}_{10} X_0 - (a_1 + a_2 + a_5) X_1 + a_2 X_2 &= 0 \\
\dot{a}_{20} X_0 + a_1 X_1 - (a_2 + a_3 + a_5) X_2 + a_3 X_3 &= 0 \\
\dot{a}_{30} X_0 + a_2 X_2 - (a_4 + a_4') X_3 &= 0.
\end{align*}
\]

Compared to this, the coronal model (only electronic excitation from ground state and radiative de-excitation towards level 2\(P\)) yield the equation

\[
\dot{a}_{30} X_0 - a_6 X_3 = 0.
\]

When the ground state density \( X_0 \) is known (for instance from a measurement of neutral gas temperature \( T_0 \) and total pressure \( p, p = X_0 k T_0 \)) the population densities can be calculated. Computed populations \( X_i \) of the 3\(D\) level are shown in Fig. 4 for an optically thick plasma. One clearly sees the effect of additional coupling between bound states, compared to the coronal model. It should be pointed out that reabsorption influences the results. Photon absorption in the 2\(P\) – 1\(S\) resonance transition increases the population of level 2\(P\). Since the 2\(S\) level is strongly coupled to the 2\(P\) level, the 2\(S\) population also increases. The increase of both the 2\(S\) and 2\(P\) populations must lead to a non negligible increase of the 3\(D\) population. Corresponding data may be found in a special report.\(^{46}\) Interpretation of measured population densities of opti-
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Fig. 4. Proposed simplified collisional-radiative model for spectroscopic determination of electron temperature from absolute line intensity measurement of a He line and calculated populations of 3D level (after Schmid). Read \( X_3(31D) \) instead of \( X_3(31P) \).

New difficulties in the interpretation of the excited state populations arise at low electron densities \( (n_e < 10^{12} \text{ cm}^{-3}) \) and high electron temperatures \( (T_e > 50,000^\circ \text{K}) \) due to the possible existence of doubly excited helium atoms (so-called autoionizing states). The electronic excitation of the second bound electron and its de-excitation has an important influence on the populations of singly excited particles. At these plasma parameters the population densities of the singly excited particles are essentially determined by the excitation/de-excitation rates of doubly excited states. The few model calculations made until now give only a qualitative idea, and it is the author's feeling that definite quantitative results for the populations of helium levels at low electron densities and high electron temperature are still completely lacking.

2. Lithium-like ions

In a series of papers Suckewer has calculated populations of a number of neutral and ionized species. A strong \( n_e \)-dependence of the ratio of spectral line intensities originating from alkaline-like levels with the same upper principal quantum number was found. Since particles of the Li-like sequence contain more than one bound electron, doubly excited particles may influence the populations of singly excited particles at high electron temperatures.

Consider for instance the Li-like sequence shown in Fig. 5. When one assumes that the two levels 3D and 3P are only populated by electronic collisions from the ground level and depopulation is only due to spontaneous de-excitation one would obtain a temperature-dependent line intensity ratio, as in the case of neutral helium. However, when one allows additionally for electronic collisions between all levels and also with the continuum the temperature dependence disappears. The line ratio becomes strongly \( n_e \)-dependent. This is shown in Fig. 6 for the CIV lines which have both been assumed to be optically thin.†

For sufficiently high ground state densities re-absorption occurs especially in the \( \lambda = 312 \text{ Å} \) line; but re-absorption can also be appreciable in the \( \lambda = 384 \text{ Å} \) line, since the 2S and 2P states are strongly coupled by radiative and collisional effects. Before applying the curves for the optically thin case one has to check that re-absorption is indeed negligible.

Fig. 5. Level system of Li-like sequence and line transitions considered by Suckewer.†

For some levels of NV and O VI, also computed by Suckewer, †\( a_i \) is defined as follows

\[
\frac{(n/n_i)}{\text{Boltzmann for same } n_e \text{ and } T_e}
\]

(312 Å—384 Å)

Fig. 6. Calculated intensity ratio \( I(384)/I(312) \) for optically thin CIV lines (after Suckewer).
$n_i$ is the ground state density. Since both excited state populations are proportional to $a$, $a$ becomes independent from ground state density as long as the plasma is optically thin in the resonance lines. (For influence of radiative absorption on the $a$, see Drawin, Z. Naturforsch. 24a, 1492 (1969).)

3. Influence of autoionizing electronic states

The excitation of two (and eventually even more) electrons leads to doubly (multiply) excited states. In laboratory plasmas this will happen when particles containing more than one bound electron penetrate into a plasma containing energetic electrons, for instance by diffusion. Bound energy states lying energetically above the usual ionization limit are called autoionizing states, since the second excited electron can slip from a bound to a continuum state without making an inelastic (superelastic) transition. The existence of doubly excited states influences the populations of singly excited levels as a result of the following physical process:

(i) An energetic electron collides with an ion containing at least one bound electron. The free electron can excite the bound electron. During the excitation process the free electron just loses all its kinetic energy $E$. It can thus be captured by the ion. A doubly excited particle is formed; symbolically:

$$A^{(h, i)} + e(E, l') \rightarrow A^{(i', l')}(i, j, l)$$

($h, i, j =$ principal quantum number, $l =$ azimuthal quantum number).

It is also possible that doubly excited states are formed by the direct excitation process

$$A^{(i')}(1, l') + e(E, 1) \rightarrow A^{(i')}(i', j', l')$$

(ii) Now, the one bound excited electron can return back into the continuum whereas the other one returns back to its initial state. This is the inverse process of reaction (21a) and is called autoionization. However, it is also possible that the doubly excited particle formed in reaction (21a) decays due to radiative de-excitation (and superelastic electronic collisions). This is dielectronic recombination. Thus, the following radiative decay scheme is possible:

$$A^{(i', l', j', l')} + e(E, l') \rightarrow A^{(i', l', j', l')} + h\nu_1$$

$$A^{(i', l', j', l')} + h\nu_2 \rightarrow A^{(i', l', j', l')} + h\nu_2$$

etc.

In most cases, the electron configuration $(i, l)$ of the $A^{(i')}$ ion is that for the ground state, thus the particles $A^{(i', l', j', l')}$, $A^{(i', l', j', l''})$ etc. represent singly excited species. Since the free electrons appearing in reaction (21a) are mostly captured in highly excited states (for usual radiative capture just the contrary holds) the latter become overpopulated compared to a plasma in which this capture process is omitted. The actual population densities depend in a complicated manner on the ensemble of all possible collision and radiation processes. The most important are:

$$A^{(i', l', j', l')} + h\nu_1 \rightarrow A^{(i', l', j', l')} + e(E, l') + e$$

$$A^{(i', l', j', l')} + h\nu_2 \rightarrow A^{(i', l', j', l')} + A^{(i', l', j', l')}$$

$$A^{(i', l', j', l')} + h\nu_2 \rightarrow A^{(i', l', j', l')} + e(E, l') + e$$

$$A^{(i', l', j', l')} + h\nu_2 \rightarrow A^{(i', l', j', l')} + A^{(i', l', j', l')}$$

Reaction (21c') is the inverse of reaction (21c) and leads back to a doubly excited particle. The reactions (21d–21g) determine the relative distribution within the level system of the $A^{(i')}$ particles.

Dielectronic recombination and its influence on excited state populations has been treated by many authors, the reader finds corresponding references in (8, 71, 72). Figure 8 shows as an example the Saha decrements $b_i$ of neutral calcium without (broken curves) and with (solid curves) dielectronic recombination. $b_i$ is defined as follows:

$$b_i = \frac{\text{calculated non L.T.E. population $n_i$ for given $n_e$, $T_e$, ...}}{\text{Saha population $n_i$}}$$

Saha population $n_i$. Saha for same values $n_e$, $T_e$, ... .

It should be pointed out that dielectronic recombination has an important effect on the ionization equilibrium at elevated electron temperatures and reduced pressures. Dielectronic processes play an important role in astrophysics and many laboratory experiments. Its influence decreases with decreasing temperature (process (21a) becomes inefficient) and increasing electron density (processes (21d) and (21e) dominate). This is the reason why it is generally so difficult to observe dielectronic recombination processes under laboratory conditions.

Dielectronic recombination has only been discovered 11 yr ago by A. A. Burgess. It is characterized by the existence of two simultaneously excited electronic states during mono-electron–ion recombination. One could im-
Reaction schemes have a non-negligible effect on the populations: because of its simple structure the following reactions can helium which is one of the most intensively studied gases and vibrationally excited states. In the special case of considerably influence the populations of electronically between heavy particles (atoms and molecules) may ionization and sufficiently high gas pressure collisions However, at low degrees of heavy particle collisions will show populations according to the gas rather than to the electron temperature. For such collisions to be effective (compared to electron collisions) the energy difference between the levels must be sufficiently small. This condition is fulfilled for fine structure levels within multiplet-terms and also for highly excited electronic states.

Our present knowledge about reactions between heavy particles, the potential energy curves, the energy dependence of the cross-sections and other atomic and molecular data is still scanty. The present situation does not permit detailed interpretation of measured data in terms of the mentioned reactions nor is it possible to calculate the non-thermal plasma state with a high degree of precision. There is however sufficient experimental evidence that all mentioned processes are important in plasmas of low degree of ionization.

Fig. 8. Saha decrement \( b \) of neutral calcium for optically thin homogeneous stationary plasma; \( a \): with dielectronic recombination, after Burgess and Summers; \( b \): without dielectronic recombination, the values have been calculated from the tables given in \( \text{in}^{76} \) for helium and applying scaling for cross-sections.

4. Influence of heavy particle collisions

Until now we primarily considered the effect of different types of electronic collisions on the populations of electronically excited levels of atoms and atomic ions. These collisions prevail at sufficiently high temperatures and electron densities. However, at low degrees of ionization and sufficiently high gas pressure collisions between heavy particles (atoms and molecules) may considerably influence the populations of electronically and vibrationally excited states. In the special case of helium which is one of the most intensively studied gases because of its simple structure the following reactions can have a non-negligible effect on the populations:

(i) Collisional mixing of state populations according the reaction schemes

\[
\text{He}(n', l') + \text{He}(n, l) \rightarrow \text{He}^+ + \text{He}(1'S) + e \quad (23a)
\]

\[
\text{He}(n', l') + \text{He}_2(n, l) \rightarrow \text{He}^+ + e + \text{He}(1'S). \quad (23b)
\]

If \( n' \geq 2, n \geq 2 \), we have collisional self-destruction through a kind of Penning ionization process; if \( n' = 1, n = 1 \) we obtain usual collisional ionization:

(iii) Associative ionization and dissociative recombination follow the scheme

\[
\text{He}(n', l') + \text{He}(1'S) \rightarrow \text{He}_2^+(v) + e. \quad (24)
\]

When \( n' \geq 3, l' = n' - 1 \) we get the usual Horneck-Molnar process which produces \( \text{He}_2^+ \) ions in vibrational states \( v \).

(iv) Under special conditions the following three-body collisional reactions may become important:

\[
2\text{He}(2'S) + \text{He}(1'S) \rightarrow \text{He}_2^+(v') + \text{He} + e \quad (25)
\]

\[
2\text{He}(1'S) + \text{He}^+ \rightarrow \text{He}_2^+(v) + \text{He} \quad (26)
\]

\[
\text{He}_2(v') + 2e \rightarrow \text{He}(n, v) + e \quad (27a)
\]

\[
-\text{He}_2^+(v = 1) + e. \quad (27b)
\]

Channel (27b) is an auto-ionization process of an unstable electronically excited molecule in vibrational state \( v \). This state is destroyed by ejection of an electron leaving the \( \text{He}_2^+ \) ion in its electronic ground state and in vibrational state \( v = 1 \). The rapid vibrational relaxation of \( \text{He}_2^+ \) ions observed in afterglow plasmas may be due to this effect. The population distribution over quantum number \( v \) has been calculated by Stevefelt.\(^7\)

Quite similar reactions are possible for many other diatomic gases. For multi-atomic systems the possible reactions leading to a change of excited state populations are more numerous by far than for plasmas which contain only atoms and diatomic molecules and their ions.

Reactions of type (22a, b) may especially be of importance when the \( \text{He}(1'S) \) atom is replaced by a molecule in vibrational state \( v \), since translational and vibrational energies are now available for collisions which change the internal energy of the collision partners; symbolically:

\[
A(n, l) + \text{BC}(v) \rightarrow A(n', l') + \text{BC}(v') \quad (28a)
\]

\[
A(n, l) + \text{BC}(v) \rightarrow A(n, l') + \text{BC}(v') \quad (28b)
\]

\[
A(n, l) + \text{BC}(v) \rightarrow A(n', l') + \text{BC}(v'). \quad (28c)
\]

Levels which are mainly populated (depopulated) by heavy particle collisions will show populations according to the gas rather than to the electron temperature. For such collisions to be effective (compared to electron collisions) the energy difference between the levels must be sufficiently small. This condition is fulfilled for fine structure levels within multiplet-terms and also for highly excited electronic states.
The influence of reactions (22a, b) and (23) on the level populations has been studied by Drawin et al.74,75 and by Suckewer and Skorupski76,77 reaction (24) together with reactions (22a, b) (23) have been incorporated in model calculations by Schmid65, whereas Stevefelt et al.78,80 and others primarily studied reactions (23b, 24–27a, b). The studies of Krysmanski80 refer to reactions of type (22a, b) for the system Fe, Ar and to reactions of type (22a, b) and (28b, c) for the system Fe, H₂; Fe, N₂.

As an example and in order to demonstrate the importance of atom–atom collisions we show in Fig. 9 the percentage contribution of the Hornbeck–Molnar process to the depopulation rates of excited He levels. On the left-hand side, the percentage rates leading to population of quantum states i are shown. The right-hand side of the same figure gives the percentage contributions to rates responsible for depopulating the same states. One clearly sees that for the special plasma parameters chosen the Hornbeck–Molnar process is the dominant depopulation mechanism at low and medium quantum numbers and it should be taken into account in the interpretation of measurements.

A second example is shown in Fig. 10 which represents a Boltzmann diagram for measured populations of Fe atoms for a 2 ampere iron arc operated in air at a pressure of 20 torr. Each dot corresponds to the populations of a multiplet-term as a function of excitation energy. The temperature determined from the Boltzmann slope depends on the couple of multiplets considered. One finds temperatures between $T = 4300^\circ$K and $7000^\circ$K. According to Krysmanski80 the lower of two temperatures is the gas temperature whereas the higher one should correspond to the electron temperature. I would like to emphasize that the explanation is probably valid as far as the relative values of the populations are concerned. The strong increase of the populations of terms of low quantum number if $i > 3$, $i =$ the 2S level is the 2P level, $i =$ the 2S level.

The effect observed by Krysmanski has also been seen by Drawin et al.76 on highly excited atoms.

Quite another process has been studied theoretically by Gudzenko et al.82 They compute possible population inversion with respect to the sodium ground state due to chemical reactions of type

$$\text{Na} (n, l) + \text{Cl} + \text{M} \rightarrow \text{NaCl} + \text{M} \tag{29a}$$

$$\text{Na} (n, l) + \text{F} + \text{M} \rightarrow \text{NaF} + \text{M} \tag{29b}$$

where $\text{M}$ is an inactive third body. These authors showed that population inversion is indeed possible when the reaction rates for (29a, b) exceed a certain critical values.

From a thermodynamic point of view unexpected phenomena have been observed by many authors in the case of rare gas plasmas seeded with molecular gases, e.g. He + H₂, He + N₂, Ar + H₂, Ar + O₂, Ar + N₂, ... Most of the observed features have not yet found satisfactory explanation. As an example we mention the measurements of Hefferlin80 who reports anomalous excitation of N₂⁺ in a Mn(NO₃)₂ seeded argon plasma. The N₂⁺ first negative bands were enhanced ten order of magnitude over what thermodynamic equilibrium calculations predict.

### Populations of Excited States in Inhomogeneous Quasi-Stationary Plasmas with Maxwellian Electron Velocity Distribution

When a plasma is forced to occupy a limited volume it becomes more or less inhomogeneous. Inhomogeneities are accompanied by density and temperature gradients. These gradients lead to diffusion fluxes and, thus, to a change of the thermodynamic properties compared to the homogeneous state.

The diffusion terms appear on the left-hand side of the rate eqn (4, 5, 7, 8, 12, 13, 15). These fluxes carry particles, photon momentum, and energy. The calculation of these fluxes is a difficult task, they depend on atomic and molecular properties, but also on the thermodynamic state. It is not the place here to discuss the problems in detail, however it appears to be useful to indicate at least the structure of the equations for a cylindrical geometry.

In the stationary state all terms of type $\frac{\partial \rho}{\partial t}$ are zero. Denoting by $r$ the radial distance from the axis we
obtain the following equations:

- **For the transfer rate of particles** $n_{kJ}$ (eqn (14))

  \[
  \frac{1}{r} \frac{d}{dr} (rj_{kJ}) = \sum_{\text{level } i} \left\{ \text{all rates populating} \right\}_{\text{level } i} - \sum_{\text{level } i} \left\{ \text{all rates depopulating} \right\}_{\text{level } i}
  \]

  where $j_{kJ}$ is the diffusion flux $n_{kJ}(\omega_{kJ})$, of species $k$ in level $i$ diffusing in radial direction. It represents the difference of the number densities of particles crossing unit area in opposite direction. Classical considerations yield for instance the simple formula (with thermodiffusion neglected and $V_{th}$ = mean thermal velocity):

  \[
  j_{kJ} = -\frac{1}{3} \lambda_{kJ} \bar{v}_{th} n_{kJ} = -\frac{1}{3} \lambda_{kJ} \bar{v}_{th} \frac{dn_{kJ}}{dr}
  \]

  where $\lambda_{kJ}$ is the mean free path of species $k$ in level $i$. Since $\lambda_{kJ}$ depends on the velocity-dependent cross-sections and on the particle densities with which particles $k$, $i$ interact, $j_{kJ}$ cannot be calculated directly but follows together with solutions of the whole system of rate equations. For the electrons the rate equations have the same structure, one has to replace subscripts $k$, $i$ by subscript $e$ and to add a force term which accounts for the ambipolar field and eventual externally applied fields.

- **For the transfer rate of momentum** (eqn (6))

  When magnetic fields and axial velocity gradients are absent one can neglect the rate eqns (6) in a first approximation.

- **For the transfer rate of energy** (eqns (7, 8))

  \[
  \frac{1}{r} \frac{d}{dr} (rq_{\text{tr},i}^e) = \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{elastic collisions}} + \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{inelastic collisions}}
  \]

  \[
  \frac{1}{r} \frac{d}{dr} (rq_{\text{tr},i}^e) = \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{elastic collisions}} + \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{inelastic collisions}}
  \]

  \[
  \frac{1}{r} \frac{d}{dr} (rq_{\text{tr},i}^e) = \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{elastic collisions}} + \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{inelastic collisions}}
  \]

  where $q_{\text{tr},i}$ is the radial flux of translational energy of the electron gas. Since each electron transports on the average a kinetic energy of order $kT_e$, $q_{\text{tr},i}^e$ is in a first approximation given by $kT_e j_e$ where $j_e$ is the electron particle flux due to ambipolar and thermo-diffusion; further, $\sigma$ is the electrical conductivity; $E$ the electric field strength. Since the electrons lose (mainly) kinetic energy due to elastic collisions with the heavy particles (neutrals and ions) of temperature $T_e < T_i$, the first sum on the right-hand side of eqn (32) takes the form

  \[
  \sum_{k} \left\{ \text{net rate of} \right\}_{\text{elastic collisions}} = -\sum_{k} \frac{4m_e}{m_i} (kT_e - kT_i) \nu_{ei}^{k,i}
  \]

  where $\nu_{ei}^{k,i}$ is the elastic collision frequency between electrons and heavy particles. Finally, the electron gas can lose and gain kinetic energy due to inelastic and superelastic collisions respectively and due to radiation (e.g. bremsstrahlung) represented by the last two sums on the right-hand side of eqn (32).

- **Translational energy of heavy particles**

  The first term on the right-hand side corresponds to heating by elastic collisions mainly with the electrons, thus:

  \[
  \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{elastic collisions}} = + \sum_{\text{all species } k} \left\{ \text{net rate of} \right\}_{\text{inelastic collisions}} + \sum_{\text{radiation}}
  \]

  The second sum accounts for elastic and superelastic collisions which can often be neglected. Summing over all species $k$ and levels $i$ one obtains the total radial heat flux for heavy particle translational energy:

  \[
  q_{\text{tr,heavy}} = \sum_{k} q_{\text{tr},i}^e
  \]

- **Internal energy of heavy particles**

  \[
  q_{\text{int,heavy}} = \sum_{k} q_{\text{int},i}^e
  \]

  where $q_{\text{int},i}^e$ is the internal energy of species $k$ in a level $i$. Summing up eqns (32–36) for all species one obtains for the total energy balance

  \[
  \sigma E^2 = \frac{1}{r} \frac{d}{dr} (rq) + \nabla \cdot J_{\text{photon}}
  \]

  where $q$ is the total radial heat flux and $J_{\text{photon}}$ the total radiation flux vector. The latter follows from the equations of radiative transfer.

  In order to show the influence of diffusion on the particle densities I will give two examples.

1. **Influence of diffusion on excited state populations**

   Consider a homogeneous stationary hydrogen plasma of given electron density $n_e$ and electron temperature $T_e$. All populations can easily be calculated from a coupled system of rate equations of type (4) when a Maxwellian
velocity distribution is assumed for the interacting particles. We have only to put the left-hand side equal to zero and to solve the system of algebraic equations. The resulting solutions are the homogeneous stationary state solutions and are denoted by \( n_i^{\text{HS}} \). Especially for the ground state number density we write \( n_i^{\text{HS}} \). To this ground state density belong the excited state population densities \( n_i^{\text{HS}}/g_i \), which lie in Fig. 11 on the curve labelled \( n_i^{\text{HS}}/g_i \). \( g_i \) is the statistical weight. In semi-logarithmic representation one obtains a straight line for the higher excited states. The slope \( \tan \alpha \) of this line yields the electron temperature \( T_e \) and corresponds to the initial temperature \( T_i = 9000 \, \text{°K} \) for which the calculations have been performed. (We note that \( \beta_i \) is proportional to the ionization energy \( E_i^{\text{HS}} = \text{state } i \).

When a particle flow rate is added the excited state populations and also the degree of ionization will change, since the collision rates change. We assume now a flux of ground state atoms entering from outside the plasma volume considered. These particles will cool the plasma. We assume now some electron heating mechanism to be effective which avoids cooling. Thus, the initial electron temperature will stay constant.

We chose for the divergence of the particle flux such a value that the new ground state density \( n_i \) becomes equal to \( (1/10)n_i^{\text{HS}} \), \( 10n_i^{\text{HS}} \) \ldots. The influx of particles increases the ground state density in the plasma volume considered. Thus, the excitation and ionization rates are increased. We require now that also the electron density \( n_e \) does not change compared to the initial value assumed for the homogeneous stationary plasma. This is only possible when an ambipolar diffusion flux is added to the rate equation which determines the electron production rate. Loss of electrons due to ambipolar diffusion just cancels the additional electron production rate due to the increased neutral particle density as a result of neutral particle diffusion. Thus, a new stationary state is obtained with same values of \( T_e \) and \( n_i \) as before. The system of equations which determines the excited state populations is now completely determined. We can compute the excited state populations as function of \( T_e \), \( n_i \) and the divergence of the diffusion flux \( n_i'(w_i) \). The result of such calculations is shown in Fig. 11 by the curves labelled \( n_i = (1/10)n_i^{\text{HS}}, n = 10n_i^{\text{HS}}, \ldots \). The curves above the one for a homogeneous stationary state plasma \( n_i^{\text{HS}} \) are obtained when the particle flux yields an increase of the neutral particle density, the curve labelled \( n_i = (1/10)n_i^{\text{HS}} \) is obtained when the diffusion of neutrals is directed in such a way that \( n_i \) decreases compared to \( n_i^{\text{HS}} \). The values of \( \nabla \cdot (n_i'(w_i)) \) in units \( \text{cm}^{-3} \) sec\(^{-1} \) necessary to maintain the ground state density on their level \( n_i \) have been added in parentheses. For the homogeneous stationary state, \( \nabla \cdot (n_i'(w_i)) = 0 \) holds.

The populations now deviate from those for the homogeneous stationary state. The Boltzmann slope is not well defined. If one would apply the “Boltzmann slope method” for determining \( T_e \), one would find a temperature which is too low in cases where diffusion increases the neutral particle density and too high temperature when diffusion yields a decrease of neutral particle density compared to the homogeneous stationary plasma. This effect has indeed been observed experimentally, see e.g. Refs. (84-93). The measurements of the population of iron levels by Krzyszanski\(^{19} \) could also be explained by the diffusion effect.

For further details concerning model calculations with diffusion, see Refs. (94-100).

2. Electronic state populations and temperature in a nitrogen plasma jet

Catherinot and Sy\(^{29} \) measured the population densities of atomic nitrogen in a plasma jet (subsonic regime) and determined the electron temperature from the “Boltzmann slope”. They found that the temperature depends on the quantum numbers of the levels considered. When introducing the diffusion terms in the equations for the level populations much higher temperatures are obtained, in agreement with theoretical arguments explained above. An off-axis temperature maximum will probably disappear when interactions with nitrogen atoms and molecules are taken into account. The heavy particle temperature calculated from the energy balance equation was found to be about three times lower than the electron temperature confirming that cold gas diffuses into the plasma and that translational equilibrium between electrons and heavy particles are not established. It is expected that the “vibrational temperature” also depends on the quantum numbers considered.

**POPULATIONS IN TRANSIENT QUASI-HOMOGENEOUS PLASMA WITH MAXWELLIAN VELOCITY DISTRIBUTION**

Transient plasmas are characterized by a more or less rapid variation of one or several plasma parameters. It is generally the electron or heavy particle temperature which changes first and which causes the variation of the densities. Transient phenomena occur in all types of pulsed discharges such as spark, \( \Omega \)-pinches, waves carrying plasmas, shock waves and plasmas heated by high-frequency electro-magnetic radiation. The thermodynamic non-equilibrium state is described by the
time-dependent rate equations for particle densities, momentum and energy. For very fast phenomena (heating by intense laser pulses of short duration) one has also to account for relaxation phenomena of the photon field. In connection with diagnostic methods a detailed knowledge of the transient behaviour of the various populations is absolutely necessary. The following problems shall briefly be discussed:

1. Temporal variation of electronic state populations after a sudden change of plasma parameters,
2. Influence of excited state populations on recombination and ionization,
3. Influence of heavy particle collisions on ionization and recombination.

1. Transient behavior of the population of excited electronic states

To begin with, consider a transient homogeneous plasma. The particle densities are determined by eqn (4) which we write in the following form:

$$\frac{\partial n_{k}}{\partial t} = \left( \frac{\partial n_{k}}{\partial t} \right)_{\text{collision}} + \left( \frac{\partial n_{k}}{\partial t} \right)_{\text{radiation}} = a_{1} n_{1} + a_{2} n_{2} + \cdots + a_{n} n_{n} + \cdots + a_{n} n_{n} + \delta.$$

(38)

The $a_{i}(i \neq j)$ are interaction frequencies which lead to a population of level $i$ due to collisional-radiative interactions with all levels $j \neq i$. $a_{i}$ represents the total interaction frequency leading to depopulation of level $i$, and $\delta$ is the total recombination rate into level $i$. On the right-hand side of eqn (38) we dropped the subscript $k$, for further details see e.g. Ref. (8). One has

$$a_{i} = \sum_{j \neq i} a_{j} + S_{i} + \cdots$$

(39)

where $S_{i}$ is the ionization coefficients for level $i$. Any change of the plasma state is accompanied by a change of translational and internal energy, and also transfer of momentum may sometimes play an important role (e.g. compression in a $\theta$-pinch or choc wave). We shall neglect these phenomena.

When the system has reached the stationary state we have $\frac{\partial n_{k}}{\partial t} = 0$ and eqn (38) takes the form

$$a_{i} n_{i} = -a_{1} n_{1} - a_{2} n_{2} - \cdots - a_{n} n_{n} - \delta.$$  

(40)

and permits the calculation of the stationary-state density $n$. Let us make the hypothesis that the populations $n_{k}(t)$ during the transient phase do not deviate too much from those for the stationary state. In this case the left-hand side of eqn (40) remains always of the same order of magnitude as the right-hand side, and eqn (38) can therefore be approximated

$$\frac{\partial n_{k}}{\partial t} \approx a_{i} n_{i}(t) = -(n_{1}(0) + (a_{1} + a_{2}) + n_{n} S_{n} + \cdots).$$

(41)

The maximum error which one make is of the order of a factor two. The solution of eqn (41) is

$$n_{k}(t) = n_{i}(0) e^{a_{i}t} = n_{i}(0) e^{-t/T_{k}}.$$  

(42)

$t n_{k}^{\infty}(w)$ is the asymptotic value of the homogeneous stationary state population belonging to the new plasma parameters. In principle, this value is only reached at $t = \infty$, $n_{k}^{\infty}(w)$ is independent from time $t$.

Thus, a stationary state seems to be re-established for level $i$ after a time interval of order $\Delta t = \tau_{k}$ given by

$$\tau_{k} = \frac{1}{\sum_{j \neq i} (a_{j} + a_{i}) + n_{k} S_{k}}.$$  

(43a)

$\tau_{k}$ represents the relaxation time of level $i$ to reach a stationary state relative to the other levels $j \neq i$ for the actual values of the plasma parameter $(n_{e}, T_{e})$. A sudden small variation of the latter. In eqn (43a) the main contribution comes very often from terms with $j = i - 1$ and $j = i + 1$. Then $\tau_{k}$ can be considered as the relaxation time of level $i$ to come into a stationary state relative to the closest levels $i + 1$ and relative to the actual values of $n_{e}, T_{e}$. Without making any appreciable error one may still add in the denominator the term $\delta S_{i}$ which accounts for direct recombination into level $i$. One thus obtains instead of eqn (43a) the relaxation time

$$\tau_{k} = \frac{1}{\sum_{j \neq i} (a_{j} + a_{i}) + n_{k} S_{k} + \delta S_{i}}.$$  

(43b)

Quite similar relations are obtained for the relaxation times of vibrational and rotational states.

Numerical values for the relaxation times of electronically excited levels may be found in Refs. 8, 101, 102. Since the collision frequencies for the highly excited levels are large, one obtains extremely short relaxation times of the electronically excited levels of the order of $10^{-4}-10^{-14}$ sec.

An expression different from eqns (43a, b) is obtained by the following considerations: for times $t < 0$ the stationary state population is $n_{k}(0)$. At time $t = 0$ one suddenly changes the plasma condition which is followed by a temporal evolution of the populations towards a new stationary state. For times $t > 0$ one may write

$$n_{k}(t) = n_{k}(0) + \frac{\partial n_{k}}{\partial t} \bigg|_{t=0} dt + \cdots$$  

(44)

where all higher-order times have been dropped. $(\partial n_{k}/\partial t)_{t=0}$ is the temporal variation of $n_{k}$ taken at time $t = 0$ for the new plasma conditions. The new stationary state population is reached after a time interval $\Delta t \approx \tau_{k}$, $\tau_{k}$ being the relaxation time for establishing a new stationary state population relative to the new plasma parameters. Replacing in eqn (44) $n_{k}(t)$ by $n_{k}(\tau)$ and $dn_{k}$ by $\tau_{k}$ yields (for further details see Ref. 105)

$$\tau_{k} = \left| \frac{n_{k}(\tau) - n_{k}(0)}{(\partial n_{k}/\partial t)_{t=0}} \right|.$$  

(45)

When one puts $n_{k}(\tau) < n_{k}(0)$ and $(\partial n_{k}/\partial t)_{t=0}$ equal to eqn (41) for $t = 0$ one obtains eqn (43a). However, in the general case eqn (45) will yield relaxation times which are different from those calculated from eqn (43a), especially in the case of extreme changes of the plasma parameters.

Level populations which are dominated by collisions follow the temporal evolution of the collision partners. This is for instance the case for highly excited electronic levels which are often dominated by electronic collisions. In this case the population densities of level $i$ are given by Saha's equation

$$n_{k} = n_{k}^{\infty} n_{k} = 2P_{k} (T) \frac{h^{3}}{2\pi m_{e} k_{B} T} \exp \left( \frac{E_{k} - \Delta G_{k}}{k_{B} T} \right).$$  

(46)
where \( g_{ki} \) is the statistical weight of level \( i \), \( E_k \) the ionization energy of level \( i \) and \( n_{ki} \), the particle density of ionic species \( k + 1 \) resulting from an ionization of species \( k \). When a change of the plasma conditions leads essentially to a change of the electron density the population densities will follow the variation of \( n_e \). For a pure gas containing only neutrals and singly ionized particle one has \( n_{k+1} = n_e \) and eqn (46) yields

\[
\frac{1}{n_{ki}} \frac{\partial n_{ki}}{\partial t} = \frac{2}{n_e} \frac{\partial n_e}{\partial t} \tag{47}
\]
i.e. the relaxation time of species in level \( i \) for reaching a new stationary state is determined by the relaxation time for the electron density.

In order to obtain the "true relaxation times" (which account in a consistent manner for the simultaneous temporal evolution of all plasma parameters) one has to solve the whole system of coupled differential equations. A first step in this direction was done by Limbaugh and Mason\(^{103}\) and Cacciatore, Capitelli\(^{104,105}\) and Drawin\(^{106}\) who solved the system of time-dependent equations for He, H and oxygen respectively. The numerical results depend on the special initial conditions chosen. It turns out that the relaxation times of highly excited levels calculated from the system of coupled equations are considerably larger than those obtained from eqn (42) for the same values of \( n_e \) and \( T_e \), especially for high lying levels.

As an example of these interesting calculations we show in Figs. 12a, b the temporal derivatives \( \partial n_{ki}/\partial t \) of excited hydrogen levels of principal quantum number \( i \) in a pure hydrogen plasma in which reabsorption of photons is neglected. The initial conditions at time \( t = 0 \) are \( n_e(0) = 1.10^5 \text{ cm}^{-3} \), \( T_e(0) = 16,000^\circ \text{K} \).

The population of all excited levels at \( t = 0 \) have been assumed to be populated according to Saha's equation. Figure 12a refers to a recombining plasma. It has been assumed that the ground level \( i = 1 \) is at \( t = 0 \) in equilibrium relative to \( n_e = 10^5 \text{ cm}^{-3} \) and \( T_e = 16,000^\circ \text{K} \) (i.e. Saha decrement \( b_1(t = 0) = 1 \)). Figure 12b refers to an ionizing plasma and it has been assumed that the ground level \( i = 1 \) is overpopulated relative to the solution for the homogeneous stationary state (Saha decrement \( b_1(t = 0) = 10^6 \)). In both cases the plasma evolves towards the homogeneous stationary state solutions. This evolution can be seen in the figures.

The following general conclusions can be drawn from these model calculations: collisional-radiative coupling between (excited) states has a non-negligible influence on the temporal evolution of the thermodynamic state of a plasma. For times larger than \( 10^{-7} - 10^{-4} \text{ sec} \) the temporal derivatives \( \partial n_{ki}/\partial t \) for the excited state populations are so small compared to \( \partial n_e/\partial t \) for the electrons and \( \partial n_{k+1}/\partial t \) for the ground state atoms (ions) that all \( \partial n_{ki}/\partial t \) for the excited levels \((i > 1)\) can be put equal to zero. (Exceptions occur when excited states lie close to the ground level; in this case the time derivatives of these levels must be taken into account.) This model is the so-called quasi-steady state model first introduced by Bates et al.\(^{106}\) It is simply characterized by the equations:

\[
\frac{\partial n_{ki}}{\partial t} = -n_e n_{k+1} + n_{ki} S \tag{48a}
\]

\[
- \frac{\partial n_{ki}}{\partial t} = a_1 n_1 + a_2 n_2 + \cdots + a_{i-1} n_{i-1} + \cdots + a_{k+1} n_{k+1} + \delta_i \tag{48b}
\]

\[
0 = a_1 n_1 + a_2 n_2 + \cdots + a_{i-1} n_{i-1} + \cdots + a_{k+1} n_{k+1} + \delta_i \quad i > 1 \tag{48c}
\]
to which similar equations for momentum and energy transfer have to be added. \( \alpha \) and \( S \) are the total collisional—radiation recombination and ionization coefficients. Equations (48c) represent a coupled system of algebraic equations for the populations \( n_{ki} \) as a function of \( n_e \), \( T_e \) and \( n_{k+1} \). When these solutions are put into eqn (48b) one obtains \( \partial n_{ki}/\partial t \) as a function of \( n_e \), \( T_e \), and \( n_{k+1} \). Since \( \partial n_{ki}/\partial t = - \partial n_{ki}/\partial t \) one can determine \( \alpha \) and \( S \) by comparison of the coefficients of eqns (48a) and (48b).

2. Influence of the number of excited levels on the recombination and ionization coefficients

Electron density variations are considerably influenced by the excited state populations. For practical application of the quasi-steady state model it is important to know at what level \( p \) the system (48c) can be truncated. Corresponding model calculations have been performed by Drawin and Emard\(^{107}\) and Cacciatore and Capitelli.\(^{108}\) Figure 13 shows the result of such calculations for the electron—ion recombination coefficient \( \alpha \). One clearly sees
the influence of the excited atomic levels on the recombination coefficient. According to these calculations one should take into account levels up to principal quantum number $p \approx 10-15$. Further examples are given in the mentioned papers and in 109, 110. There exist many other theoretical concepts for treating electron–ion recombination. A comparative study of seven different theoretical models has been undertaken by Drawin and Emard.111

It should be emphasized that electron–atomic ion recombination is the dominant recombination process in completely dissociated gases at sufficiently high degree of ionization. During the very early ionization phase or the late afterglow of a molecular gas, heavy particle collisions will have a non negligible influence on the plasma parameters. When this occurs the possible electronic, vibrational and rotational levels of the molecular system formed must be considered.

It should further be pointed out that the temporal behavior of a plasma depends in a high degree on the kind in which energy in gained or lost. A plasma in a constant heat bath will not change its composition until the temperature changes. Such a change can be imposed by changing the wall temperature. The change of plasma composition follows with a time constant which depends on particle and energy fluxes. The problem is discussed in detail in Refs. (8, 112–118).

3. Influence of heavy particle collisions on recombination and ionization

Heavy particle collision can have a considerable influence on the thermodynamic properties of a plasma. They become in any case important at low degree of ionization. Due to the many new energy states to be considered in heavy particle collisions model calculations become extremely complicated whereas large error can be committed in the interpretation of measurements when heavy particle collisions are not being accounted for. Figure 14 shows as an example calculated collisional recombination coefficients of a hydrogen plasma when reactions of type (22a, 22b and 23a) are added to electronic collisions and when a special type of electron collisions is assumed to be inefficient. The figure also shows the influence of photoabsorption in the free-bound continua. As the population densities and, thus, $\alpha$ and $S$ depend now additionally on the number density $n_1$ of hydrogen ground state atoms, the gas temperature intervenes in the evaluation of the reaction rates. For reasons of simplicity the latter has been put equal to $T$, in the calculations of Fig. 14. At low density $n_1$, $\alpha$ becomes constant. The absolute value does not only depend on the temperature but also on the special reaction processes considered. Omitting a collision process like $H(i) + e \rightarrow H(j) + e$ has a much larger influence on the results than neglecting radiative absorption (see figure). At high neutral particle density $n_1$, $\alpha$ depends in a complicated manner on $n_1$. In a certain temperature and density region the recombination coefficient has a pronounced minimum (which is still a function of the degree of absorption).

As mentioned above, the actual recombination coefficient can depend on many different types of heavy particle collisions. Of special importance are those which change the heavy particle composition without changing the electron density (see e.g. reactions (26, and 27a, b)). Any interpretation of measurements should therefore be based on models in which corresponding elementary reactions are taken into account.
processes in neutral gases, light scattering (Rayleigh, Raman and Thomson scattering) and plasma heating. In order to obtain measurable ionization breakdown of a gas and sufficiently intense scattering signals very powerful laser beams are needed. The power density lies generally above $10^7 \text{ W/cm}^2$. The literature on laser-induced breakdown has recently been reviewed by Morgan and light scattering (especially Thomson scattering) has been described by Evans and Katzenstein.

Much lower power densities are needed in experiments which consist in perturbing during a short time interval bound levels by radiative absorption of laser light tuned to specific bound-bound transitions. Relaxation measurements then permit the determination of atomic and molecular cross-sections or oscillator strengths for specific processes in which the perturbed levels intervene.

I would like to discuss here another effect, namely laser-induced photoionization and stimulated recombination in an ionized gas. Under certain conditions, these processes may have an important effect on the populations of excited electronic and molecular states. They may even be the dominant effect in an excited gas when the laser frequency $\nu_L$ is not in resonance with bound-bound transitions and if the power density is sufficiently high.

It is generally assumed (and verified by experiments) that photoionization (and also photodissociation) from excited states due to the plasma’s own radiation field is an unimportant process under almost all laboratory conditions and that this effect need therefore not be taken into account in the interpretation of measurements. The situation changes drastically when a plasma is irradiated by an intense light beam, for instance a laser beam. We will briefly discuss the case of excited electronic states. First, single photon ionization can take place from all levels for which the photon energy $h\nu$ of the laser beam is equal to or larger than the ionization energy of these levels. Second, a sufficiently intense radiation field can also force the electrons to recombine with ions. This is radiation-stimulated recombination which must be added to the usual two-body collisional recombination. Thus, the following processes have to be considered.

\[
\begin{align*}
A(i) + h\nu & \rightarrow A^+ + e \quad (49a) \\
2h\nu & \rightarrow A^+ + e + h\nu. \quad (49b)
\end{align*}
\]

When the power densities of the laser radiation field are increased multi-photon ionization processes from excited levels may occur. For two-photon processes the following reaction scheme holds (for details see Ref. (137)):

\[
\begin{align*}
A(i) + 2h\nu & \rightarrow A^+ + e \quad (50a) \\
A(i) + 3h\nu & \rightarrow A^+ + e + 1h\nu \quad (50b) \\
A(i) + 4h\nu & \rightarrow A^+ + e + 2h\nu. \quad (50c)
\end{align*}
\]

For these processes to be efficient, $2h\nu$ must be equal to or larger than the ionization energy of level $i$.

The photoionization processes lead to a lowering of the excited state populations whereas radiation-stimulated recombination increases the populations. The rate of the latter depends on the thermodynamic state of the electrons, i.e. on $n_e$ and $T_e$. Under certain conditions radiation-stimulated recombination can therefore play an important role, whereas it is negligible in other cases. Due to collisional-radiative coupling between all bound states the photoionization and stimulated recombination effects are also felt by states which do not suffer these effects directly. Consequently, the intensity of a more or less large number of spectral lines will be affected by the irradiation. Since electrons are re-ejected into the continuum by photoionization, the recombination coefficient also suffers a change during laser irradiation.

The influence of CO$_2$ laser radiation on light emission of a helium afterglow plasma was first described by Kaplaflow et al. and was explained as being due to light quenching originating from a photon-induced change of population of neutral or ionic helium molecular states. The same authors proposed in a later paper that this effect could be due to photoexcitation or photoionization of excited helium atoms. Chapelle et al. observed a decrease of spectral line intensities emitted from a stationary glow discharge in helium when irradiated by a c.w. CO$_2$ laser beam (power density approx. $10^5 \text{ W/cm}^2$).

Further experimental results and the full theory for one-photon processes and for different types of plasmas and for different laser powers and laser frequencies have been given by Drawin et al. The same model has been used for calculations of the change of collisional-radiative recombination and ionization coefficients. Two-photon processes have most recently been incorporated in the model calculations by Emard. All these calculations are based on Maxwellian velocity distributions.

The broken curve in Fig. 15 shows the measured percentage lowering $\Delta n_i/n_i$ of the populations of excited helium triplet levels due to irradiation by a c.w. CO$_2$ laser. $\Delta n_i$ denotes the difference $n_i^\text{ WL} - n_i^\text{0}$, where $n_i^\text{ WL}$ is the population with laser irradiation, $n_i$ the one when the laser beam is cut-off. The solid curves are model calculations for two different electron densities close to the measured one. There is a general 10% lowering of all populations during laser irradiation as a result of gas heating. In addition to this one observes a level dependent decrease of populations which begins at principal levels and decreases with increasing power density.
quantum number \( i = 6 \). This lowering is due to the elementary reactions to which the excited states are exposed. Although the one-photon ionization process by CO\(_2\) laser photons (\( \lambda_i = 10.59 \mu m \), \( h\nu_i = 0.117 \) eV) in only effective for principal quantum numbers \( i \geq 11 \) the decrease of the corresponding populations is transmitted to the lower lying levels due to collisional-radiative coupling of all levels.

Figure 16 shows theoretical results of the relative lowering \( n_i / n \) of populations of hydrogen atoms when a diffusion-dominated plasma of electron density \( n_e = 10^{15} \) cm\(^{-3} \) and electron temperature \( T_e = 20,000^\circ K \) is irradiated by a CO\(_2\) laser beam of different power densities \( I \). Only one-photon processes have been taken into account in the model calculations. The broken curves are obtained when stimulated recombination is omitted, the solid curves when radiation-stimulated recombination is taken into account. One clearly sees that the latter fills up the bound states. Quite similar calculations have been performed for recombining plasmas. As an example we show in Fig. 17 the percentage lowering of the number of excited hydrogen atoms in a recombining plasma of electron temperature \( T_e = 1500^\circ K \) irradiated by a CO\(_2\) laser beam of power density \( 3 \cdot 10^6 \) W/cm\(^2\). Due to the low electron temperature the excited levels are only populated from the continuum, excitation from the ground state \( i = 1 \) is completely negligible. Therefore all levels "feel" the laser field although photoionization and stimulated recombination act only directly on level with \( i \geq 11 \). As before, the broken curves refer to calculations for which stimulated recombination was neglected.

At power densities of the order of \( 10^6 \) W/cm\(^2\) two-photon ionization processes from excited levels are still negligibly small. They begin to play a role when the power density exceeds \( 10^7 \) W/cm\(^2\). Figure 18 shows how the
populations of a diffusion-dominated hydrogen plasma change when two-photon processes are included in the model calculations. Two CO₂ laser photons together can ionize levels having principal quantum number \( i \geq 8 \). Due to the special \( i \)-dependence of the photoionization cross-sections each type of photoionization has its highest efficiency at and just above the threshold. The ionization efficiency decreases with increasing principal quantum number. This is the reason why the two-photon ionization process has only a small effect at high quantum number where the one-photon effect gives the main contribution to the lowering effect.

Laser irradiation can have a considerable effect on the temporal and spatial behavior of plasmas, since a change of the excited state populations also changes the collisional-radiative recombination and ionization coefficients (apart from eventual direct multi-photon ionization of ground state atoms not considered here; for hydrogen it is assumed that the ionization process has only a small effect at high quantum number). The results refer to a model in which only one-photon processes have been taken into account. The influence of two-photon processes on \( \alpha_{\text{WL}} \) has been studied by Emard.\(^{125} \)

Laser radiation does not only influence the electronic states, it also interacts with vibrationally and rotationally excited molecules. Due to the presence of vibrational and rotational states laser-induced excitation transfer through a series of molecular electronic states becomes possible. Such a two-step process in excited \( \text{H}_2 \) has recently been observed by Dubreuil et al.\(^{127} \)

### Influence of Inelastic and Superelastic Collisions on Velocity Distribution Functions

Any inelastic collision is accompanied by a loss of kinetic energy of the collision partners. This energy is regained in a superelastic collision. In thermal equilibrium there is an equal number of inelastic and superelastic collisions. On the average the velocity distributions remain Maxwellian. In non-equilibrium plasmas the populations do not necessarily obey a Boltzmann distribution due to some non equilibrated radiation or collision processes. It follows that an unequal number of inelastic and superelastic collisions result in a loss or gain of particles in special regions of the velocity distribution functions. The velocity distribution can also be brought into equilibrium by elastic collisions. If however, the number of such elastic collisions is small compared to the number of inelastic or superelastic collisions for the energy regions of interest the velocity distribution function can definitely deviate from a Maxwellian one. Deviation from a Maxwellian distribution function have a direct influence on the rate coefficients and, thus, on the populations and on the degree of ionization.

In plasmas of low degree of ionization the number of elastic Coulomb collisions between electrons is relatively small\(^{1} \) compared to those making inelastic collisions during the ionization phase and also small compared to the number of superelastic collisions during the recombination phase. In the first case parts of the velocity distribution will be underpopulated compared to the equilibrium distribution, in the second case there will occur an overpopulation. Most sensitive is the high-energy tail where the number of redistributing collisions is smallest. The distribution function is also influenced by externally applied fields.

Calculations and measurements of many authors have shown (see Refs. 12–47) that serious deviations from a Maxwellian velocity distribution occur in plasmas of low degree of ionization. When these deviations are not taken into account large errors can be made when experimental results are interpreted.

As very often the main contributions to the excitation (ionization) and de-excitation (recombination) rates come from particles belonging to very different regions of the velocity distribution function it is sometimes useful to introduce two or more distribution functions of different densities and belonging to different temperatures. In this way it is possible to globally describe macroscopic features of a plasma without solving the Boltzmann equation. For details see Refs. 128–132. The existence of different velocity distribution functions for electrons and heavy particles and their effects on the populations of electronic, vibrational and rotational states is treated in Refs. 133–135.

Special problems arise in the boundary region between plasma and wall. Over distances of several mean free paths the distribution functions are non isotropic. A good approximation to the true distribution is the so-called bimodel function which is described by a superposition of two velocity distributions penetrating each other in opposite direction.\(^{138} \)
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Footnote 1: More precisely, the number of collisions feeding the high-energy tail.

---

**Fig. 19.** Influence of CO₂ laser radiation on the collisional-radiative recombination coefficient \( \alpha \) of hydrogen plasma. \( \alpha_{\text{WL}} \) = with laser irradiation, \( \alpha \) = without laser irradiation. (After Drawin and Emard.\(^{125} \))
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